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1
EXTERNAL SERVICE PLANE

BACKGROUND

A router may receive network traffic via an interface. The
router interface may include a service plane. The service
plane may be associated with a service level agreement that
determines different types of services, such as security ser-
vices, that may be applied to the incoming network traffic.

SUMMARY

According to some example implementations, a network
device may receive network traffic from a first device; iden-
tify, based on the network traffic and a service level agree-
ment, stored by the network device, that a service is to be
applied to the network traffic; send the network traffic, based
onthe service level agreement, to a second device, the second
device using a service plane to apply the service to the net-
work traffic; receive the network traffic from the second
device, the network traffic having the service applied by the
second device; and send the network traffic, having the ser-
vice applied by the second device, to a third device.

According to some example implementations, a method,
performed by a network device, may include receiving net-
work traffic from a first device; identifying, based on receiv-
ing the network traffic and a service level agreement stored by
the network device, that the network traffic requires a service;
sending, by the network device, based on the service level
agreement, network traffic to a second device, the second
device applying the service to the network traffic using a
service plane, the service plane being offloaded from the
network device to the second device; receiving, by the net-
work device, the network traffic from the second device, the
network traffic having the service applied using the service
plane; and sending, by the network device, the network traf-
fic, having the service applied using the service plane to a
third device.

According to some example implementations, a computer-
readable medium for storing instructions may include a group
of instructions which, when executed by one or more proces-
sors of a network device, cause the one or more processors to
receive network traffic from a first device; identify, based on
the network traffic and a service level agreement, stored by
the network device, that a service is to be applied to the
network traffic; send the network traffic, based on the service
level agreement, to a second device, the second device apply-
ing the network traffic using a service plane, the service plane
being offloaded from the network device to the second device;
receive the network traffic from the second device, the net-
work traffic having the service applied using the service
plane; and send the network traffic, having the service applied
using the service plane, to a third device.

BRIEF DESCRIPTION OF DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate one or
more implementations described herein and, together with
the description, explain these implementations. In the draw-
ings:

FIGS.1A-1B are diagrams of an overview of an implemen-
tation described herein;

FIG. 2 is a diagram of an example environment in which
systems and/or methods described herein may be imple-
mented;
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FIG. 3A is a diagram of example functional components of
a router of FIG. 2;

FIG. 3B is a diagram of example functional components of
a device of FIG. 2;

FIG. 4A is a diagram of example components of one or
more devices of FIG. 2;

FIG. 4B is a diagram of example components of the router
of FI1G. 2;

FIG. 5 is a flow chart of an example process for setting up
a service plane;

FIG. 6 is a flow chart of an example process for applying a
service to network traffic; and

FIGS. 7A-7B are diagrams illustrating an example of a
system and/or method described herein.

DETAILED DESCRIPTION

The following detailed description refers to the accompa-
nying drawings. The same reference numbers in different
drawings may identify the same or similar elements.

An implementation, described herein, may provide for an
external service plane hosted by a device, other than a router,
that renders a service to network traffic that passes through
the router. The external service plane permits the router to
continue to provide control, forwarding, and service func-
tions for network traffic (entering the router) as if the network
traffic was receiving a service from a service plane in the
router.

FIGS. 1A-1B are diagrams of an overview of an implemen-
tation described herein. As shown in FIG. 1A, arouter may be
connected, via a network, to a network administrator device.
The network administrator device may have stored a service
level agreement that provides instructions on providing a
service to network traffic associated with a customer of the
network. The network administrator device may send the
service level agreement information to the router. The router,
based on the service level agreement information, may deter-
mine that two service planes are needed to provide enough
bandwidth capacity for the network traffic associated with the
customer. The router may send an instruction to the device to
create two service planes. The device may receive the instruc-
tion and create two service planes. Further, the router may
create a service plane interface within the router that will
interact with the service planes in the device. With the service
planes implemented in the device and the service plane inter-
faces implemented in the service plane interface, the router
may provide network traffic (associated with the customer)
with the service.

As shown in FIG. 1B, computing device 1 may send net-
work traffic to computing device 2. Based on the service level
agreement (discussed in FIG. 1A), assume that a firewall
service is to be applied to the network traffic. The router
receives the network traffic and determines that the firewall
service is to be applied to the network traffic based on the
service level agreement information stored in the router. The
router may send, via the service plane interface, the network
traffic to the device. The device, using the service planes, may
apply the firewall service to the network traffic. The device
may send the network traffic, to which the firewall service has
been applied, back to the router, via the service plane inter-
face. The router may receive the network traffic and forward
the network traffic to computing device 2.

By moving service planes from the router to a device exter-
nal to the router, the router may be capable of providing a
greater quantity of services than possible if the service planes
are located on the router. Moreover, the quantity of service
planes may easily be increased or decreased as the capacity
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requirements of the services, required by the network traffic,
increases or decreases. Further, in some implementations, the
service plane may be associated with an interface on the
router. In this way, the router may retain the same relationship
between the service plane and the other functions in the router
as if the service plane was located on the router.

FIG. 2 is a diagram of an example environment 200 in
which systems and/or methods described herein may be
implemented. In some implementations, environment 200
may include a collection of devices associated with a private
network, such as a corporate network, a residential network,
or the like. In some implementations, environment 200 may
include a collection of devices associated with a public net-
work or a combination of a private network and a public
network.

As shown in FIG. 2, environment 200 may include a router
210, a device 220, a computing device 225, a computing
device 230, a network administrator device 235, and a net-
work 240.

Router 210 may include a network device, such as a switch-
ing device, a routing device, a gateway device, a bridging
device, or the like. Router 210 may communicate with device
220, to apply service to network traffic sent between comput-
ing device 225 and computing device 230. Although illus-
trated as being within network 240, in some implementations,
router 210 may be located outside of network 240.

Device 220 may include a device that is capable of provid-
ing services (e.g., firewall, authentication, deep packet
inspection, etc.) to network traffic being sent to router 210.
Device 220 may be capable of concurrently running multiple
service planes. Each service plane may be associated with a
particular service and/or a particular capacity level. Device
220 may directly connect to router 210 or may be remotely
located from router 210.

Computing device 225 and computing device 230 may
include devices that are capable of communicating with a
network. For example, computing devices 225 and comput-
ing device 230 may include a personal computer, a laptop, a
cellular phone, a smart phone, a server, a printer, and/or any
other type of device capable of communicating with a net-
work.

Network administrator device 235 may include one or
more devices capable of providing administration services to
devices associated with network 240. For example, network
administrator device 235 may implement policies and rules
by sending information (e.g., instructions on implementing
policies associated with a service level agreement) to other
network devices (e.g., router 210).

Network 240 may include one or more networks, such as a
wide area network (WAN) (e.g., the Internet), a local area
network (LAN), a metropolitan area network (MAN), a tele-
phone network (e.g., the Public Switched Telephone Network
(PSTN) or a cellular network), a satellite network, or a com-
bination of networks. In some implementations, network 240
may correspond to a private network, a public network, or a
combination of a private network and public network.

The example quantity and configuration of devices illus-
trated in FIG. 2 are provided for simplicity. In practice, there
may be additional devices and/or networks; fewer devices
and/or networks; different devices and/or networks; or differ-
ently arranged devices and/or networks than illustrated in
FIG. 2. Also, in some implementations, one or more of the
devices of environment 200 may perform one or more func-
tions described as being performed by another one or more of
the devices of environment 200. Devices of environment 200
may interconnect via wired connections, wireless connec-
tions, or a combination of wired and wireless connections.
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FIG. 3A is a diagram of example functional components of
router 210. As shown in FIG. 3A, router 210 may include
service plane interfaces 305-1 through 305-N (N=1) (referred
to generally as “service plane interfaces 305” and individu-
ally as “service plane interface 305”).

Each service plane interface 305 may be associated with a
service plane in device 220. For example, a single service
plane interface 305 may be associated with one device 220
and one service plane in device 220. Alternatively, a single
service plane interface 305 may be associated with one device
220 and multiple service planes in that one device 220. Alter-
natively, a single service plane interface 305 may be associ-
ated with multiple serviced planes in multiple devices 220.

The example quantity and configuration of functional com-
ponents illustrated in FIG. 3 A are provided for simplicity. In
practice, device 220 may include additional functional com-
ponents, fewer functional components, different functional
components, or differently-arranged functional components
than illustrated in FIG. 3A.

FIG. 3B is a diagram of example functional components of
device 220. As shown in FIG. 3B, device 220 may include
service planes 310-1 through 310-N (N=1) (referred to gen-
erally as “service planes 310" and individually as “service
plane 3107).

Each service plane 310 may include a software implemen-
tation of a physical machine (e.g., a computer) that executes
programs like a physical machine. In some implementations,
as described above, a service plane 310 may be associated
with a particular type of service identified by a service level
agreement. For example, service plane 310 may be associated
with services for providing a particular quality of service
(QoS), security (firewall, intrusion detection protection,
ciphering, etc.), and/or other types of services. In some imple-
mentations, some service planes 310 may execute the same
operating system and/or set of applications. In some other
implementations, some service planes 310 may execute dif-
ferent operating systems and/or sets of applications.

Each service plane 310 may be created upon a command
from router 210. For example, router 210 may send a com-
mand to device 220 to create a service plane 310 based on
fulfilling the requirements of a service level agreement.
Router 210 may interact with a service plane 310, in device
220, via a service plane interface in router 210.

The example quantity and configuration of components
illustrated in FIG. 3B are provided for simplicity. In practice,
device 220 may include additional functional components,
fewer functional components, different functional compo-
nents, or differently-arranged functional components than
illustrated in FIG. 3B.

FIG. 4A is a diagram illustrating example components of a
device 400. Device 400 may correspond to one or more of the
devices illustrated in FIG. 2. For example, device 220, com-
puting device 225, network administrator 235, and/or com-
puting device 230 may include one or more devices 400
and/or one or more components of device 400.

As shown in FIG. 4A, device 400 may include a bus 410, a
processor 420, a memory 430, a storage device 440, an input/
output device 450, and a communication interface 460. Bus
410 may include a path, or a collection of paths, that permits
communication among the components of device 400.

Processor 420 may include a processor, a microprocessor,
an application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA), or another type of processing
component that interprets and executes instructions. Memory
430 may include a random access memory (RAM) or another
type of dynamic storage device that stores information and/or
instructions for execution by processor 420; a read only
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memory (ROM) or another type of static storage device that
stores static information and/or instructions for use by pro-
cessor 420; and/or another type of memory, such as a hard
drive, a cache, or a flash memory. Storage device 440 may
include a recording medium to store data that may be used by
processor 420.

Input/output device 450 may include a component that
permits an operator to input information to device 400, such
as a button, a keyboard, a keypad, a touch screen display, or
the like; and/or a component that outputs information to the
operator, such as a light emitting diode (LED), a display, a
speaker, or the like.

Communication interface 460 may include any trans-
ceiver-like component that enables device 400 to communi-
cate with other devices and/or systems. For example, com-
munication interface 460 may include a separate transmitter
and receiver, or a transceiver that combines the functionality
ofboth a transmitter and a receiver. Communication interface
460 may include a wired interface, a wireless interface, or
both a wired interface and a wireless interface.

Device 400 may perform certain operations, as described
in detail below. According to an example implementation,
device 400 may perform these operations in response to pro-
cessor 420 executing sequences of instructions contained in a
computer-readable medium, such as memory 430. A com-
puter-readable medium may be defined as a non-transitory
memory device. A memory device may include space within
a single physical storage device or spread across multiple
physical storage devices.

The software instructions may be read into memory 430
from another computer-readable medium, such as storage
device 440, or from another device via communication inter-
face 460. The software instructions contained in memory 430
may cause processor 420 to perform processes that will be
described later. Alternatively, hardwired circuitry may be
used in place of or in combination with software instructions
to implement processes described herein. Thus, implementa-
tions described herein are not limited to any specific combi-
nation of hardware circuitry and software.

While FIG. 4A shows device 400 as having a particular
quantity and arrangement of components, in some implemen-
tations, device 400 may include additional components,
fewer components, different components, or differently-ar-
ranged components.

FIG. 4B is a diagram of example components of router 210.
As shown in FIG. 4B, router 210 may include packet forward-
ing engines (PFEs) 470-1, 470-2, . . . , 470-Q (collectively
referred to as “PFEs 470 and individually as “PFE 470), a
switch fabric 480, and a routing engine (RE) 490. In another
implementation, router 210 may include additional compo-
nents, fewer components, different components, or differ-
ently arranged components than are shown in FIG. 2. For
example, router 210 may include other input/output units
instead of/besides PFEs 470.

PFEs 470 may each be connected to RE 490 and switch
fabric 480. Each one of PFEs 470 may correspond to an
input/output port of device 220. PFE 470 may include a
component or collection of components to receive packets, to
process incoming and/or outgoing packets, and/or to transmit
outgoing packets. For example, PFE 470 may include /O
ports, an Ethernet interface and/or another type of interface, a
central processing unit (CPU), and/or a memory device. PFE
470 may include a collection of ports that connect, via physi-
cal links, to devices in network 240, such as device 220. PFE
470 may include packet processing component(s), switch
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interface component(s), Internet processor component(s),
memory device(s), etc. Each one of PFEs 470 may also rep-
resent a separate router.

PFE 470 may perform certain operations on incoming and/
or outgoing packets, such as decapsulation, encapsulation,
demultiplexing, multiplexing, queuing, dequeuing, etc.
operations, which may facilitate the processing and/or trans-
portation of incoming and/or outgoing packets. PFE 470 may
receive incoming packets and may forward the incoming
packets to other PFEs 470 via switch fabric 480. For example,
PFE 470 may receive incoming packets and may determine to
which other PFEs 470 the incoming packets may be sent
based on a forwarding table (e.g., received from RE 480).

PFE 470 may perform incoming packet buffering opera-
tions. For example, PFE 470 may receive packets and may
remove header information from the packet. PFE 470 may
perform a segmentation operation on the packet data (e.g., on
the data payload portion of the packet) by breaking the packet
data into fixed-length fragments (herein, referred to collec-
tively as “data units” and individually as a “data unit”). PFE
470 may generate control blocks to store packet control infor-
mation associated with the data units. PFE 470 may store the
data units in a data memory and may store the control blocks
in a control memory.

PFE 470 may perform outgoing packet buffering opera-
tions. For example, PFE 470 may retrieve control blocks from
control memory and may remove control protection informa-
tion from the control blocks (e.g., checksum information
and/or other forms of control protection information). From
the control protection information, PFE 470 may perform a
data integrity operation to determine whether the packet con-
trol information, obtained from the control blocks, contains
an error. PFE 470 may, based on the packet control informa-
tion, retrieve data units from data memory and may reorder/
reassemble the data units into outgoing packets for transmis-
sion to the next PFE 470 and/or other network device.

Switch fabric 480 may include one or more switching
planes to facilitate communication among PFEs 470 and/or
RE 490. In some implementations, each of the switching
planes may include a single or multi-stage switch of crossbar
elements. In some implementations, each of the switching
planes may include some other form of switching elements.
Switch fabric 480 may also, or alternatively, include proces-
sors, memories, and/or paths that permit communication
among PFEs 470 and/or RE 490.

Switch fabric 480 may receive information from one of
PFEs 470 and may send the information to one or more other
PFEs 470. For example, switch fabric 480 may receive con-
trol blocks (e.g., requests) and/or data units from PFE 470 via
which an incoming packet was received and may forward the
control blocks and/or data units to PFE 470 via which an
outgoing packet may be transmitted.

RE 490 may include a processor, a microprocessor, or
some form of hardware logic (e.g., an application specific
integrated circuit (ASIC) or a field programmable gate array
(FPGA)). In some implementations, for example, RE 490
may include an Ethernet controller and/or another controller
device. RE 490 may perform high-level management func-
tions for router 210. For example, RE 490 may communicate
with other networks and/or systems connected to router 210
to exchange information regarding network topology. RE 490
may create a routing table based on the network topology
information, create forwarding table(s) based on the routing
table, and may forward the forwarding table(s) to PFEs 470.
RE 490 may also perform other general control and monitor-
ing functions for router 210.
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While FIG. 4B shows router 210 as having a particular
quantity and arrangement of components, in some implemen-
tations, router 210 may include additional components, fewer
components, different components, or differently-arranged
components.

FIG. 5 is a flow chart of an example process 500 for setting
up a service plane. While FIG. 5 shows process 500 as includ-
ing a particular sequence of interactions among router 210
and device 220, in some implementations, some of these
interactions may occur in another order or in parallel. More-
over, some of the blocks of process 500 may be performed by
a different device or group of devices, including or excluding
router 210 and device 220.

Process 500 may including receiving service level agree-
ment information (block 510). For example, router 210 may
receive information associated with a service level agreement
from network administrator device 235. The service level
agreement may include information that identifies the types
of services that may be applied to network traffic sent via
router 210, such as firewall services, deep packet inspection
services, ciphering services, and/or other types of services.
The information may also include information regarding dif-
ferent factors associated with the types of services, such net-
work traffic bandwidth requirements associated with
requested throughput, memory requirements, and/or any
other information associated with performance, availability,
serviceability, and/or other factors associated with the service
level agreement.

Router 210 may receive additional service level agree-
ments for other types of network traffic. For example, router
210 may receive a service level agreement for providing a
ciphering service to network traffic and router 210 may also
receive an additional service level agreement for providing
deep packet inspection services.

Process 500 may include sending the information associ-
ated with the service level agreement (block 520). For
example, router 210 may provide the service level agreement
information to device 220. As described above, the service
level agreement information may be associated with one or
more different factors associated with providing a service to
network traffic sent via router 210. Router 210 may use RE
490 (in router 210) to determine a device 220 to which to send
the information. RE 490 may send information identifying
device 220 to PFE 470. PFE 470 may send the service level
agreement information to device 220. PFE 470 may use dif-
ferent tunneling processes, such as virtual local area network
(VLAN), generic routing encapsulation (GRE), multiproto-
col label switching (MPLS), or another type of tunnel trans-
portation, to send the information associated with the service
level agreement.

Router 210 may communicate with one or more devices
220 by a direct connection (e.g., a wired connection). Alter-
natively, router 210 may communicate with device 220 by a
path that may use intermediary network devices (e.g., such as
another router 210 through a network such as an IP based
network).

Process 500 may include receiving the information asso-
ciated with the service level agreement (block 530). For
example, device 220 may receive the information from router
210.

Process 500 may include creating the service plane (block
540). For example, device 220 may receive the information
associated with the service level agreement and create the
service planes in device 220 according to the service level
agreement. Device 220 may create one or more service planes
to fulfill one or more conditions of the service level agree-
ment. For example, device 220 may receive information from
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router 210 that the network traffic may request 10 gigabyte
(GB) per second of bandwidth, and/or may request 20 GB of
memory capacity. Based on the bandwidth request and/or the
memory request, device 220 may create one or more service
planes 310 to fulfill the 10 GB bandwidth per second request
and/or the 20 GB memory capacity request.

Process 500 may include sending a notification (block
550). For example, device 220 may send a notification to
router 210 that the service planes have been created according
to the information associated with the service level agree-
ment. Device 220 may send the notification to router 210 via
the transportation methods as described in block 520.

Process 500 may include receiving the notification (block
560). Router 210 may receive the notification from device
220. Router 210 may store the notification. The notification
may be used by router 210 to create one or more service plane
interfaces 305. Each service plane interface 305 may com-
municate with one or more devices 220 and/or one or more
service planes 310.

Process 500 may include sending a confirmation (block
570). For example, router 210 may send a confirmation to
network administrator device 235 that the service planes have
been created for the service level agreement.

At a later time, network administrator device 235 may send
changes, to the service level agreement, to router 210. For
example, network administrator device 235 may receive an
updated service level agreement that requires greater or fewer
service planes. Network administrator device 235 may send
an update to router 210. Router 210 may provision device 220
(in a manner similar to that described with regard to FIG. 5) to
increase the number of service planes 310 or decrease the
number of service planes 310.

While FIG. 5 shows process 500 as including a particular
quantity and arrangement of blocks, in some implementa-
tions, process 500 may include fewer blocks, additional
blocks, or a different order of blocks. Additionally, or alter-
natively, some of the blocks may be performed in parallel.

FIG. 6 is a flow chart of an example process 600 for apply-
ing a service to network traffic. While FIG. 6 shows process
600 as including a particular sequence of interactions among
router 210 and device 220, in some implementations, some of
these interactions may occur in another order or in parallel.
Moreover, some of the blocks of process 600 may be per-
formed by a different device or group of devices, including or
excluding router 210 and device 220.

Process 600 may include receiving network traffic (block
610). For example, router 210 may receive network traffic
from computing device 225 or some other network device.
The network traffic may require a service, such as authenti-
cation services, deep packet inspection services, and/or any
other type of service.

Process 600 may include identifying a service based on the
service level agreement. (block 620). For example, router 210
may identify the particular service level agreement based on
an identifier associated with the network traffic (e.g., identi-
fier for the source of the network traffic, the identifier for the
destination of the network traffic, and/or identifier associated
with the network traffic). Router 210 may identify the service,
for the network traffic, by the using the service level agree-
ment (described with regard to block 510 in FIG. 5) stored by
router 210.

Process 600 may include sending the network traffic to a
device to obtain the service (block 630). For example, router
210 may send the network traffic to device 220 to obtain the
service identified by the service level agreement. Router 210
may use PFE 470 to send the network traffic to device 220 via
service plane interface 305. PFE 470 may receive a message
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from RE 490 to send the network traffic to a particular device
220. PFE 470 may establish a tunnel to particular device 220.
PFE 470 may then transmit the network traffic to particular
device 220 via the tunnel.

In one example implementation, PFE 470 may send the
network traffic to device 220. In another example implemen-
tation, PFE 470 may send the traffic to a group of devices 220.

In either of the above examples, service plane interface 305
may allow router 210 to interact with device 220 and obtain
services for received network traffic as if service plane 310
was located in router 210 instead of device 220. For example,
router 210 may determine which network traffic (e.g., by
filtering) is permitted to receive a particular service and router
210 may send the network traffic to service plane 310 via
service plane interface 305 as if router 210 is using a service
plane located in router 210 to provide the service to the
network traffic.

Additionally, router 210 may use PFE 470 and/or RE 490
(in conjunction with service plane interface 305) to distribute
network traffic (e.g., using load balancing services, such as
equal cost multipath routes (ECMP)) to one or more service
planes 310 located in one or more devices 220 as if PFE 470
and/or RE 490 are distributing network traffic to one or more
service planes in router 210.

Additionally, PFE 470 and/or RE 490 may divert network
traffic from one or more service planes 310 in a failed device
220 (e.g., that is no longer operating due to a malfunction) to
one or more service planes 310 in other devices 220 as if
network traffic is being sent to a service plane in router 210.

Process 600 may include receiving the network traffic
(block 640). For example, service plane 310, in device 220,
may receive network traffic from router 210 via service plane
interface 305.

Process 600 may include identifying the service to apply to
the network traffic (block 650). For example, device 220 may
identify the type of service to apply to the network traffic
based on the service level agreement information stored in
device 220 (described with regard to block 540 in FIG. 5).

Process 600 may include applying the service to the net-
work traffic (block 660). For example, device 220 may, using
service plane 310, apply the service to the network traffic
based on the service level agreement. Service plane 310 may
apply one or more of a plurality of services to the network
traffic. For example, service plane 310, based on the service
level agreement, may apply a level of quality of service (QoS)
to the network traffic. Additionally, or alternatively, service
plane 310, based on the service level agreement, may apply a
level of security to the network traffic, such as firewall,
ciphering, authentication services, and/or any other type of
security services. Additionally, or alternatively, service plane
310, based on the service level agreement, may apply services
such as network address translation (NAT), deep packet
inspection, and/or another type of service.

Process 600 may include sending the network traffic with
the applied service (block 670). Device 220 may send the
network traffic with the applied service to service plane inter-
face 305 in router 210. Device 220 may send the network
traffic by using a transportation process such as VLAN, GRE,
IP/GRE, MPLS, and/or any other type of transportation pro-
cess described with regard to block 630.

Process 600 may include receiving the network traffic
(block 680). For example, router 210 may receive the network
traffic via service plane interface 305 in router 210.

Process 600 may include sending the network traffic (block
690). For example, router 210 may send the network traffic to
computing device 230. Router 210 may use PFE 470 to send
the network traffic to computing device 230.
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While FIG. 6 shows process 600 as including a particular
quantity and arrangement of blocks, in some implementa-
tions, process 600 may include fewer blocks, additional
blocks, or a different order of blocks. Additionally, or alter-
natively, some of the blocks may be performed in parallel.

FIGS. 7A-7B are diagrams of an example process for
applying a service to network traffic. FIG. 7A shows router
210, computing device 225, computing device 230, and
device 720. FIG. 7B shows router 210, computing device 225,
computing device 230, device 720, and device 730. Device
720 and device 730 may each correspond to device 220,
described with regard to FIGS. 2 and 3B. Assume that the
devices shown in FIGS. 7A and 7B communicate with each
other via a network, such as network 240. Assume that router
210 has received service level agreement information from a
network administrator device (e.g., such as network admin-
istrator device 235). Assume that router 210 determines,
based on the service level agreement information that a NAT
service is to be applied to network traffic from computing
device 225 to computing device 230 requiring 5 GB of
memory. Thus, router 210 may send an instruction to device
720 to create service plane 1 to fulfill the 5 GB of memory
requirement of the service level agreement. Device 720 cre-
ates service plane 1 and notifies router 210 that service plane
1 is created. Assume that router 210, based on receiving the
notification, creates service plane interface 305 that allows
router 210 to obtain the NAT service from service plane 1.

In FIG. 7A, computing device 225 may send network traf-
fic through router 210. Router 210 may determine, based on
the service level agreement information, that the incoming
network traffic may request a NAT service. Assume that
router 210 sends the network traffic from service plane inter-
face 305 to device 720 by using an MPLS tunnel. Device 720
may receive the network traffic from service plane interface
305 in router 210. Device 720 may use service plane 1 to
apply the NAT service to the network traffic. Device 720 may
send the network traffic to the service plane interface 305 in
router 210 using the MPLS tunnel. Router 210 then may send
the network traffic to which the NAT service has been applied
to computing device 230.

At a later time, assume that router 210 receives an updated
service level agreement from a network administrator device
(e.g., network administrator device 235 described with regard
to FIG. 2). The updated service level agreement may request
10 GB of memory associated with providing the NAT service.
Assume that router 210 receives the updated service level
agreement and determines, based on the update, that a second
service plane is to be allocated to the NAT service. Thus,
router 210 may send an instruction to device 730, instructing
device 730 to create service plane 2. The creation of service
plane 2 along with service plane 1 may provide the 10 GB
memory capacity to permit the NAT service to be applied to
the network traffic. Both service plane 1 and service plane 2
may communicate with service plane interface 305 in router
210.

As shown in FIG. 7B, computing device 225 may send
network traffic through router 210. Router 210 may deter-
mine, based on the updated service level agreement, that the
incoming network traffic that the NAT service is to be applied.
Router 210 may determine (based on the updated service
level agreement stored in router 210) that the service is to be
provided by using device 720 and device 730. Assume that
router 210, using PFE 470 (in router 210) to load balance the
network traffic, may send a portion of the network traffic to
service plane 1 in device 720 and the remaining portion of the
network traffic to service plane 2 in device 730. Device 720,
using service plane 1, and device 730, using service plane 2,
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may render the NAT service to the network traffic. Device 720
and device 730 may send the network traffic to service plane
interface 305 (in router 210). Service plane interface 305 may
communicate with physical ports in router 210 that will be
used to send the network traffic, with the NAT service, to
computing device 230.

Implementations, described herein, may provide a system
and/or method for providing a service to network traffic,
being sent to a router, by using a service plane located in a
device other than the router. Even though the service plane is
located in another device, the router may continue to provide
control, forwarding, and service functions to network traffic
as if the network traffic was being sent to a service plane
located in the router.

The foregoing description provides illustration and
description, but is not intended to be exhaustive or to limit the
implementations to the precise form disclosed. Modifications
and variations are possible in light of the above disclosure or
may be acquired from practice of the implementations.

It will be apparent that aspects described herein may be
implemented in many different forms of software, firmware,
and hardware in the implementations illustrated in the figures.
The actual software code or specialized control hardware
used to implement these aspects does not limit the implemen-
tations. Thus, the operation and behavior of the aspects were
described without reference to the specific software code—it
being understood that software and control hardware can be
designed to implement the aspects based on the description
herein.

Even though particular combinations of features are
recited in the claims and/or disclosed in the specification,
these combinations are not intended to limit the disclosure of
the possible implementations. In fact, many of these features
may be combined in ways not specifically recited in the
claims and/or disclosed in the specification. Although each
dependent claim listed below may directly depend on only
one other claim, the disclosure of the possible implementa-
tions includes each dependent claim in combination with
every other claim in the claim set.

No element, act, or instruction used in the present applica-
tion should be construed as critical or essential unless explic-
itly described as such. Also, as used herein, the article “a” is
intended to include one or more items and may be used
interchangeably with “one or more.” Where only one item is
intended, the term “one” or similar language is used. Further,
the phrase “based on” is intended to mean “based, at least in
part, on” unless explicitly stated otherwise.

What is claimed is:
1. A system comprising:
a network device to:
receive network traffic from a first device;
identify, based on the network traffic and a service level
agreement, stored by the network device, that a ser-
vice is to be applied to the network traffic;
send the network traffic to a second device to obtain the
service for the network traffic,
the second device using a first service plane, of the
second device, to apply the service to the network
traffic;
receive the network traffic from the second device after
the service is applied to the network traffic;
send the network traffic, received from the second
device, to a fourth device;
receive an updated service level agreement;
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determine, based on the updated service level agree-
ment, that an increased bandwidth capacity is to be
provided for a user associated with the network traf-
fic;
determine that a second service plane is to be allocated to
the service to provide the increased bandwidth capac-
1ty;
send, to a third device and based on determining that the
second service is to be allocated to the service, an
instruction that instructs the third device to create the
second service plane,
the third device being separate from the second
device;
receive additional network traffic from the first device;
determine, based on the increased bandwidth capacity
and after receiving the additional network traffic, that
the service is to be provided by the second device and
the third device; and
perform load balancing of the additional network traffic
among the second device and the third device,
when performing the load balancing, the network
device is to:
send a first portion of the additional network traffic
to the second device to obtain the service for the
first portion of the additional network traffic,
the second device using the first service plane, of
the second device, to apply the service to the first
portion of the additional network traffic;
send a second portion of the additional network traffic
to the third device to obtain the service for the
second portion of the additional network traffic,
the second portion of the additional network traffic
being different from the first portion of the addi-
tional network traffic, and
the third device using the second service plane, of
the third device, to apply the service to the sec-
ond portion of the additional network traffic;
receive the additional network traffic from the second
device and the third device after the service is
applied to the additional network traffic by the sec-
ond device and the third device; and
send the additional network traffic, received from the
second device and the third device, to the fourth
device.

2. The system of claim 1, where, when receiving the net-
work traffic from the first device, the network device is to:

receive the network traffic in an interface in the network

device, the interface being associated with the first ser-
vice plane.

3. The system of claim 1, where, when sending the first
portion of the network traffic to the second device, the net-
work device is to:

send the first portion of the network traffic to the second

device using an interface,

the interface allowing for the network device to provide
control, forwarding, and service functions as if the
first service plane is located in the network device
instead of the first service plane being located in the
second device.

4. The system of claim 1,

where, when determining that the second service plane is to

be allocated to the service, the network device is to:

determine that a quantity of services planes is to be
increased based on receiving the updated service level
agreement, and

determine that the second service plane is to be allocated
to the service based on determining that the quantity
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of service planes is to be increased, and where the
network device is further to:
receive a notification from the third device that the quan-
tity of service planes has been increased.
5. The system of claim 1, where the network device is
further to:
receive a notification from the third device that the third
device has created the second service plane.
6. The system of claim 1, where, when sending the instruc-
tion to the third device, the network device is to:
send the instruction to the third device using a tunnel.
7. The system of claim 6, where the tunnel includes a
generic routing encapsulation tunnel.
8. The system of claim 1, where, when sending the instruc-
tion to the third device, the network device is to:
send the instruction to the third device using a direct physi-
cal connection between the network device and the third
device.
9. A method comprising:
receiving, by a network device, network traffic from a first
device;
identifying, by the network device and based on a service
level agreement, that a service is to be applied to the
network traffic;
sending, by the network device, the network traffic to a
second device to obtain the service for the network traf-
fic,
the second device using a first service plane, of the
second device, to apply the service to the network
traffic;
receiving, by the network device, the network traffic from
the second device after the service is applied to the
network traffic;
sending, by the network device, the network traffic,
received from the second device, to a fourth device;
receiving, by the network device, an updated service level
agreement,
determining, by the network device and based on the
updated service level agreement, that an increased band-
width capacity is to be provided and is associated with a
user associated with the network traffic;
determining, by the network device, that a second service
plane is to be allocated to the service to provide the
increased bandwidth capacity;
sending, to a third device and based on determining that the
second service is to be allocated to the service, an
instruction for the third device to create the second ser-
vice plane,
the third device being separate from the second device;
receiving, by the network device, additional network traffic
from the first device;
determining, by the network device and based on the
increased bandwidth capacity, that the service is to be
provided by the second device and the third device; and
performing, by the network device, load balancing of the
additional network traffic among the second device and
the third device,
performing the load balancing including:
sending, by the network device, a first portion of the
additional network traffic to the second device,
the second device applying the service to the first
portion of the additional network traffic using
the first service plane;
sending, by the network device, a second portion of
the additional network traffic to the third device,
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the second portion of the additional network traffic
being different from the first portion of the addi-
tional network traffic, and
the third device applying the service to the second
portion of the additional network traffic using
the second service plane;
receiving, by the network device, the additional net-
work traffic from the second device and the third
device after the service is applied to the additional
network traffic using the first service plane and the
second service plane; and
sending, by the network device and to the fourth
device, the additional network traffic received from
the second device and the third device.

10. The method of claim 9,

where receiving the additional network traffic from the first
device includes:
receiving the additional network traffic by using an inter-

face located in the network device; and

where sending the first portion of the additional network
traffic to the second device includes:
sending the first portion of the additional network traffic

by using the interface located in the network device.

11. The method of claim 10, where sending the first portion

of'the additional network traffic by using the interface located
in the network device includes:

sending the first portion of the additional network traffic by
using a tunnel between the network device and the sec-
ond device.

12. The method of claim 9, where sending the first portion

ofthe additional network traffic to the second device includes:

sending the first portion of the additional network traffic to

the second device using a multi-path label switching
tunnel.

13. The method of claim 9, where sending the instruction

comprises:

determining that a quantity of service planes is to be
increased based on receiving the updated service level
agreement, and

sending, to the third device, a request to increase the quan-
tity of service planes based on determining that the
quantity of service planes is to be increased.

14. The method of claim 9, further comprising:

determining that a quantity of services planes is to be
decreased;

sending, to the third device, a request to decrease the quan-
tity of service planes based on determining that the
quantity of service planes is to be decreased; and

receiving a notification from the third device that the quan-
tity of service planes has been decreased.

15. A non-transitory computer-readable medium storing

instructions, the instructions comprising:

a plurality of instructions that when executed by one or
more processors of a network device, cause the one or
more processors to:
receive network traffic from a first device;
identify, based on the network traffic and a service level

agreement, that a service is to be applied to the net-
work traffic;
send the network traffic to a second device to obtain the
service for the network traffic,
the second device using a first service plane, of the
second device, to apply the service to the network
traffic;
receive the network traffic from the second device after
the service is applied to the network traffic;
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send the network traffic, received from the second
device, to a fourth device;
receive an updated service level agreement;
determine, based on the updated service level agree-
ment, that an increased bandwidth capacity is to be
provided for a user associated with the network traf-
fic;
determine that a second service planeis to be allocated to
the service to provide the increased bandwidth capac-
ity;
send, to a third device and based on determining that the
second service plane is to be allocated to the service,
an instruction for the third device to create the second
service plane,
the third device being separate from the second
device;
receive, by the network device, additional network traf-
fic from the first device;
determine that the serviceis to be provided by the second
device and the third device; and
perform load balancing of the additional network traffic
among the second device and the third device,
one or more instructions, of the plurality instructions,
to perform the load balancing comprise:
one or more instructions that, when executed by the
one or more processors, cause the one or more
processors to:
send a first portion of the additional network traffic
to the second device,
the second device applying the service to the first
portion of the additional network traffic by using
the first service plane of the second device;
send a second portion of the additional network
traffic to the third device,
the second portion of the additional network traf-
fic being different from the first portion of the
additional network traffic, and
the third device applying the service to the sec-
ond portion of the additional network traffic by
using the second service plane of the third
device;
receive the additional network traffic from the sec-
ond device and the third device after the service
is applied to the additional network traffic by
using the first service plane and the second ser-
vice plane; and
send, to the fourth device, the additional network
traffic received from the second device and the
third device.

20

25

35

40

45

16

16. The non-transitory computer-readable medium of
claim 15, where the one or more instructions to send the
instruction to the third device comprise:

one or more instructions that when executed by the one or

more processors, cause the one or more processors to:

determine that a quantity of service planes is to be
increased based on the updated service level agree-
ment, and

send particular information to the third device, request-
ing the third device to increase the quantity of service
planes, based on determining that the quantity of ser-
vice planes is to be increased.

17. The non-transitory computer-readable medium of
claim 15, where the plurality of instructions further cause the
one or more processors to:

receive a notification from the third device that the third

device has increased the quantity of service planes.

18. The non-transitory computer-readable medium of
claim 17, where the updated service level agreement indicates
that the second portion of the additional network traffic is to
be sent to the third device using a multiprotocol label switch-
ing transportation tunnel.

19. The non-transitory computer-readable medium of
claim 15, where the plurality of instructions further cause the
one or more processors to:

receive different network traffic;

identify, based on a different service level agreement, that

a different service is to be applied to the different net-
work traffic;

send the different network traffic to a fifth device and a

sixth device,

the fifth device and the sixth device applying the differ-
ent service to the different network traffic using dif-
ferent service planes, and

the different service planes being offloaded from the
network device to the fifth device and the sixth device;

receive the different network traffic from the fifth device

and the sixth device,
the different network traffic having the different service
applied using the different service planes; and

send the different network traffic, having the different ser-

vice applied using the different service planes, to a sev-
enth device.

20. The non-transitory computer-readable medium of
claim 16, where one or more instructions, of the plurality of
instructions, to send the particular information to the second
device include one or more instructions to:

send the particular information to the third device using a

direct physical connection between the network device
and the third device.
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